Digital Communications

— Lecture 02 —
Signal-Space Representation

Pierluigi SALVO ROSSI

Department of Industrial and Information Engineering
Second University of Naples
Via Roma 29, 81031 Aversa (CE), ltaly

homepage: http://wpage.unina.it/salvoros
email: pierluigi.salvorossi@unina2.it

P. Salvo Rossi (SUN.DIII) Digital Communications - Lecture 02 1/21

Energy Signals

L£?(D) is the set of the energy signals over D C R, i.e.
s(t) e L2D) « &2 /H; |s(t))* dt < +oo
£?(D) is a Hilbert space with (scalar) inner product
< 81,87 >= /Dsl(t)s;(t)dt V s1(t), s2(t) € L2(D)
{n(t )} _, is said an orthonormal set of signals in £?(DD) if

< /(/)n: w’m >= / (/)n(t)(//':n(f)df — 57L,m
D
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MMSE Approximation

Given an orthonormal set of signals {¢,,(¢)}2_, in £?(ID), which one is the

best linear combination to represent a generic signal s(t) € £?(D) ?

Define the generic approximation

N
3 N
= g Y n

the usual criterion to find the best vector of coefficients ¢ = (c1,...,¢c,)"
is the Minimum Mean Square Error (MMSE) criterion

Define the error signal and the Mean Square Error (MSE), i.e. its energy

e(t) = s(t)—5(t)

2

rms - / | df
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MSE

The MSE can be expressed as

e = '/Ds(t)2dt+/D|§(t)|2dt—23%{/@5(1%)§*(t)dt}

N N .
= &+ el 2 {ZC;/ s(t)w;(t)dt}
n=1 n=1 D

N 2 N 2
- & - ()% (b dt o — [ sy (t)dt
> /Dsw ) +3 e '/Daw (t)dt

>0

The last term is the only depending on ¢ thus the MMSE is achieved when
such a term is null
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Orthogonality Principle

It is a graphical interpretation of the MMSE result

<e > = < 8§— 8,y >
= <8Pn>— < 5,P, >
= 8n — Sn

=0
Error (¢(t)) and data ({wn(t)}fy:l) are orthogonal

s = c1¥1 + cav2
2
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Constellation Point
Denote s = (s1,...,5y)" the coefficient vector achieving the MMSE
_ o 2
s =arg min €

- Irms
ceCN

Such vector is also called the constellation point in the signal space and
its component are computed as

60 =< 8, >= / S(En(t)dt
JD

The corresponding MMSE is

2 : 2
€. = min €.«
rms,opt . CTms
op ceCN
N
- £ |2
— s |‘5n|
n=1
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Gram-Schmidt Process

It takes a set of signals {s,,L(t)}ﬁf:l spanning a subset of £%(ID) and
provides an orthogonal set {wn(t)}ﬁzl with N < M, spanning the same
(/N-dimensional) subset

Iterate the following:

n—1

Da(t) = salt) =Y < suythe > tu(t)
(=1

Un(t)

Un(t) = —F———
V< Gty >
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Signal Constellation Example 1 (1/6)

A set of signals {Sm(t)}%:l can be described through an orthogonal set

Consider a binary modulation (1 = 2) with signals
{z/)”(t)}fy:l, with NV < M, via a set of M (N-dimensional) vectors

t—"1T/2 t—3T/4
{81,...,81} denoted signal constellation s1(t) = Ap rect ( / > so(t) = A rect (T/2/ )
The mth vector (or constellation point) associated to s,,(t) is A sy () il
Sm,1 < Sm, Y1 > A A e
Ay
Sm = Sm,n - < Sm,Yn > 0 > 5 .
T ¢ | T2
S7n~,N < Sm’/ d}N >

The signals have the following energies: & = A27T and &, = A3T/2
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Example 1 (2/6) Example 1 (3/6)

A possible orthonormal set of signals is The constellation is the following

/ 1 (t=T)2 o — ( +AVT > o — < +Ao\T )2 )

Yi(t) = ﬁrect T 0 AT

=L (et (P2 TAN _ eey (123T/4
PYao(t) = T <1€Ct ( T2 ) rect < /2 )>
“(“"2 &
pn(t) A 9a(t) ——>

+1/VT +1/VT

Y T 1 0 Y2 ¥ E e ;zw

,,Al/f\/'[ .................. So

P. Salvo Rossi (SUN.DIII) Digital Communications - Lecture 02 1 /21 P. Salvo Rossi (SUN.DIII) Digital Communications - Lecture 02

10/ 21

12/21



Example 1 (4/6) Example 1 (5/6)
The constellation is the following

i) = \/zrect <tT/4) o ( ii% ) o ( +A20¢T72 )

Another possible orthonormal set of signals is

T/2
2 t—3T/4
t) = —rect | ——
Pa(t) V7 ( /2 >
J\g,_’,‘:z
S
.................... W 1
©1(1) wa(t) | :
p g W sSo
\/Qj/-T \/2!/]« __________________ Z
0 T/2 T 0 T/2 T % >
@1
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Example 1 (6/6) Example 2 - QPSK (1/3)
Selecting a different orthonormal set of signals for representation Consider a quaternary modulation (M = 4) with signals

corresponds to a rotation of the reference axis of the signal space
2 t—"1T/2
sm(t) = Acos <;t+(ml)72r> rect </> m=1,2,3,4

s1(t) sa(t)

+A \ r +A m
A A
tl

‘.“‘1 5‘:9( )

uj T/2 LI ¢ 0 Tw‘ t
A 5 A

The signals have all the same energy & = A?T'/2
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Example 2 - QPSK (2/3)

A possible orthonormal set of signals is

i) =y 2eos () et (1)
(s (27

[\

Pa(t)
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Representation of Stochastic Processes (1/2)

Consider a stochastic process z(t) € £%(DD), i.e. such that each realization
is an energy signal over D, and an orthonormal set of signals {1, (¢)}

oo

x(t) = anf(/m(t)
n=1

Ty = <T,Pp >

The dimension is co in order to represent each possible realization

The stochastic process is represented by a random vector with infinite
components

I
x(t) — x = '
"LTL
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Example 2 - QPSK (3/3)

The constellation is the following

31:<+AW> 82:<+A0T/2>
() e ()

Wo
52
3

i 4;5'1 5
S L L. -
03 L‘]

TS,;

P. Salvo Rossi (SUN.DIII) Digital Communications - Lecture 02 18 /21

Representation of Stochastic Processes (2/2)

Each component x,, = [, z(t)i);, (t)dt is a random variable

et ={ [atitan} = [ i

Cov {xﬂ lL’m} =EK {(l'n, — E{l‘n})(a’m — E{l‘m})*}
_ g { / /D (@) = ) ((s) — um(s))*q/;;‘l(t)q/)m(s)dtds}

= //2 K, (t, s) (t)hm(s)dtds
JJp
For a WSS process /i, (t) = j1, and K, (t,5) = Ru(t — s) — |j10]?
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WGN Charachterization

Consider a White Gaussian Noise (WGN) w(t) € £%(D) with zero-mean
independent real and imaginary parts, each with 7,/2 flat PSD
Each component w,, = [, w(t)i;(t)dt is a complex Gaussian r.v.

E{w,} = 0
Cov{wp, w,} = //D2 Moo (t — )y (t)m(s)dtds

= 7o /Dw:(ﬂwm(t)dt:nodn,m

w is a complex Gaussian random vector with uncorrelated thus
independent components

wy, ~ Nc(0,m0) < R{wn}, S{wn} ~ N(0,10/2)
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